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The new modeling approach presented in the previous paper is formulated as an original
three-step algorithm that maps the signatures onto expert systems. The algorithm has
two inputs represented by the knowledge base (the rules) and the data base (the facts).
The algorithm constructs the signatures which represent expert system models. This
paper is organized as follows: a short overview on signatures and on their operators is
presented in the next Section. Section 1 validates the theoretical approach by two case
studies focused on the construction of models of a deterministic and of a Bayesian
expert system. The conclusions are outlined in Section 5.

1. Case Studies

The expert system modeling algorithm proposed in the previous paper is exemplified
here by two case studies which produce models of a deterministic and of a Bayesian
rule-based expert system. The new models are expressed as signatures defined in
Section 2.

1.1. Case Study 1: Signature-Based Modeling of a Deterministic Expert System

This case study is focused on the “media advisor” rule-based expert system taken from
[26] which provides advice on selecting a medium for delivering a training program
based on the trainee’s job. Starting with the rules of this system, our expert system
modeling algorithm is applied as follows to model the inference engine by means of
signatures. The rules, their symbols and the signatures and are presented in Table 1.
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Table 1 Rules, symbols and signatures in case study 1

Nr. Rule Symbols Signature
1 If [The environment is [The environment is paper] r,=[E,,E,,E;,E, 1,
aper| =E

grp[The environment is [The environment is ‘@(r) =[S, I

manuals] manuals]=E,

or [The environment is [The environment is

documents] documents]=E;

or [The environment is [The environment is

textbooks] textbooks]=E,4

Then [The [The stimulus situation is

stimulus_situation  is verbal]=Ss;

verbal]

2 If [The environment is [The environment is r, =[E,,E,.E,, Eg]T ,
pictures] pictures]= E; : B .
or [The environment is [The environment is @(r,)=[5s,]
illustrations] illustrations]= Eg
or [The environment is [The environment is
photographs] photographs]= E,
or [The environment is [The environment is
diagrams] diagrams]= Eg
Then [The [The stimulus situation is
stimulus_situation  is visual]=Ss,
visual]

3 If [The environment is [The environment is r, =[E,,E,, EII]T’
machines] machines] = Ey g _ T
or [The environment is [The environment is @(r) =[Ss,]
buildings] buildings] = E;
or [The environment is [The environment is tools] =
tools] Ei
Then [The stimulus_ [The stimulus_ situation is
situation is ‘physical ‘physical object’] = Ss;
object’]

4 If [The environment is [The environment is r, :[EIZ’EB’EM]T’
numbers] numbers] = E;, T
or [The environment is [The environment is @) =[5s,]
formulas] formulas] = E;;
or [The environment is [The environment is
computer program] computer program] = Ey4
Then [The stimulus_ [The stimulus_ situation is
situation is symbolic] symbolic] = Ss4

5 If[The job is lecturing]  [The job is lecturing] = J;

or [The job is advising]
or [The job is
counseling]

[The job is advising] = J,
[The job is counseling] = J;
[The stimulus response is

I :[Jla‘]z’Js]T’
‘@(r)=[snT
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Then [The stimulus  oral]=Sr,
response is oral]

6 If [The job is building]  [The job is building] = J, r,=[J,,J5,J 6]T ,
or [The job is repairing] [The job is repairing] = Js S@(r,)=[Sr,T"
or [The job is [The job is troubleshooting] 6/ L%
troubleshooting] =Js
Then [The stimulus_[The stimulus_ response is
response is ‘hands-on’]  ‘hands-on’]= Sr,

7 If [The job is writing] [The job is writing] = J; r,=[J,,J, JQ]T ,
or [The job is typing] [The job is typing] = Jg s@(r,)=[Sr.]"
or [The job is drawing]  [The job is investigating] = 7/
Then [The stimulus Jo
response is document] [The stimulus_ response is

document] = Sr;

8 If [The job is [The job is evaluating]= J; ro=0J,0.9,1>91 1",
evaluating] [The job is reasoning] = J;; @) =[Sr.T"
or [The job is [The job is investigating] = 8/ Lt
reasoning] Jis
or [The job is [The stimulus_ response is
investigating] analytical] = Sry
Then [The stimulus
response is analytical]

9 If [The stimulus_[The stimulus_ situation is r, =[Ss,,Sr,,F, 1",
situation is ‘physical ‘physical object’] = Ss; . T
object’] [The stimulus_ response is @) =[M,]
and [The stimulus  ‘hands-on’] = Sr,
response is ‘hands-on’]  [The feedback is required] =
and [The feedback is F,
required] [The medium is workshop]

Then [The medium is =M,
workshop]

10 If [The stimulus  [The stimulus_ situation is r, =[Ss,,Sr,,F, 1,
situation is symbolic] symbolic] = Ss, . T
and  [The stimulus_ [The stimulus_ response is @(n,) =[M,]
response is analytical] analytical] = Sr,
and [The feedback is [The feedback is required] =
required] F
Then [The medium is [The medium is lecture
lecture tutorial] tutorial] = M,

11 If [The stimulus_[The stimulus_ situation is

situation is visual]

and  [The stimulus
response is
documented]

and [The feedback is

visual] = Ss,

[The stimulus_ response is
documented] = Sr;
[The feedback is
required] = F,

not

r, =[Ss,,Sr,F,1,
f@(rll):[M3]T
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not required]
Then [The medium is

[The medium is
videocassette] =M;

videocassette]

12 If [The stimulus  [The stimulus_ situation is r, =[Ss,,Sr,F1.
situation is visual] visual] = Ss, ¢ @r,)=[M ]T
and  [The stimulus_ [The stimulus_ response is 1271

response is oral]

and [The feedback is
required]

Then [The medium is
lecture tutorial]

oral] = Sr;

[The feedback is required]
=F,

[The medium is lecture
tutorial] = M,

13 If [The
situation is verbal]
and
response is analytical]
and [The feedback is
required]

Then [The medium is
lecture tutorial]

stimulus_

[The stimulus_

[The stimulus_ situation is
verbal] = Ss;

[The stimulus_ response is
analytical] = Sry

[The feedback is required]
=F,

[The medium is lecture
tutorial] = M,

r, =[Ss,,Sr,,F1,
f@(rm) :[Mz]T

14 If [The
situation is verbal]
and
response is oral]
and [The feedback is
required]

Then [The medium is
role play exercises]

stimulus_

[The stimulus_

[The stimulus_ situation is
verbal] = Ss;

[The stimulus_ response is
oral] = Sr,

[The feedback is required]
=F,

[The medium is role play
exercises] = My

r, =[Ss,,Sr,F1",
f@(rm) :[M4]T

We will compute the expert system output for the following observed facts:

» the environment is machines: Eo,

+ the job is repairing: Js,

» the feedback is required: F,.

The three steps of our algorithm are applied as follows.

Step 1. The signature is

r:[MlaMzaM3aM4]T’

and the algorithm memorizes

‘@ =[MT,
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M,, if X =1 %X,=0Vj=i
g:{0.1}* > {M,,...M,, D}, g(X,...X,)=1 D, if X =0,i=1.4
Fi’ if Xizla ijla p(|)>p(.l)vj¢|
(44)

where p(i) is the priority of rule r,, and @ indicates no rules to apply, in accordance
with the previous section.

Step 2. The first iteration leads to the initial signature

—3
r= @z(r)®l r9 ®2,1 r10 @2,2 r.12 @2,3 rl} ®3 r.11 @3 I‘.14

=[[Ss;, ST, F, L[S, Sr,, F, LSS, S, F, 1,[Ss,, Sr,., F 11,[Ss,, Sry, F, 1,[Ss,, Sr, R T,
(45)

and the algorithm memorizes

f @, (r)=[M,[[Ss,,Sr,,F 1,[Ss,,Sr, F1.[Ss,,Sr,, F 11.[Ss,, Sr,, F, 1,[Ss,, S, F 11T,

‘@, (r)=[[Ss,,Sr,,F1,M,,[Ss,,Sr,,F,1,[Ss,, S, F, 11",

"@,, 5(r)=[[Ss,,Sr,,F1,[M,,M,,M,1,[Ss,,Sr,,F,1[Ss,.Sr, F 1T,

'@ (r)=[[Ss,,Sr,,F 1,I[Ss,,Sr,,F1.[Ss,,Sr,, F, 1,[Ss,, Sr,, F, 11,M,.,[Ss,, Sr,, F, 117,

'@, (r) =[[Ss,,Sr,,F,1.[[Ss,,Sr,, F,1,[Ss,,Sr,, F,1.[Ss,,Sr,, F, 11.[Ss,, St,, F, 1M, 1.

where f is defined in (27).

(46)

All facts involved in r are inferable along with F; and F,. F; is observed and it can be
replaced with 1, but F; is not observed. This means that the corresponding branch must
be pruned:

r=a,(r)=[[Ss,,Sr,,11,[[Ss,, Sr,,11,[Ss,, Sr,,11,[Ss,, Sr, ,111,[Ss, , S1, 111" - 47)
This iteration ends with the simplification

'@, (r)=[M,,[[Ss,,Sr,.11,[Ss,, Sr;,11,[Ss,, St 111,[Ss,., Sr,, 11T

g@z(r) :[[SS3,SF2,1],Mz,[SSl,SI’l,l]]T, (48)

! @2,1...3(” = [[853 P Srz ,1],[|\/| 25 M 2 M 2]’[851 > Srl sl]]T 5

! @3 (I’) = [[553 > Srz ,l],[[SS4, Sr4 ,1],[352 5 Srl ’1]9[851 5 SI’4 ,l]], M 4]T .

The second iteration leads to the initial signature
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r=ro, nd,r®, nd, O, O, (@, LO,,, D, d,,T,
=[[Es,E0, E L[4, 35, d6 111,
[[[[E\s,Eiz-E1g 1131059115912 LILITES, Eg, E5  Eg 1,034, 3,5, I LILIE L ES L B, E 1,131, 3415 912 1111,
[(E,,E,,E;,E,1[J,,d,,, 111",
(49)

and the algorithm memorizes

'@, (1) =[58,,[3,,35, 36 111,
[[[E, Eiz B L1305 415 d1 LILITES, Eg, ES L Eg 1134535, I LILILE, L By B By 103105 3115 310 151D,
[[El,EZ,E3,E4],[J1,J2,J3],1]]T,

'@,,(n =[l[Ey,E\, E,, 1.Sn, 11,
[[[E\,,Ei5- En L3105 3115 d 1 LILILES, Eg, ES B 1131535, I, LILILE, L Ey L B  E 113105 3115 10 11D
[[E,.E,,E;,E,1,[3,,3,,3, 11117,

f @3,2(I’) = [[[Egs Elo: En]y[‘]w Js: Js],l],
[[[E127 E13’ E|4]5[‘]10"]1]"]12]’1]5[[E57 E(,, E77 E8]571]5[[E]’ E27 E37 E4]>[‘]]07‘]|]:‘]|2]’1]]7
[[E,.E,.E;. E, 1SR

(50)

All facts from this signature are observable but not inferable. All facts involved in r
are not observed along with Ey and Js.

Step 3. The following signature is produced:

r =[[[1,0,0],[0,1,0],1],{[[0,0,0,0],[0,0,0],1],{[0,0,0],[0,0,0].1],[[0,0,0,0],[0,0,0],1]], (51)
[[0,0,0,01,[0,0,01,11]".

The expert system output can be computed by successive contractions:

r="@, @, @, @,,, @,,,' @,,, @, @;,(r)=[[LL1],[[0,0,1],[0,0,11,[0,0,1]1,[0,0,1]T",
r='@,'@,,' @,,"@,," @,(r)=[1,[0,0,01,01",
=@, (r) =[1,0,01",

r=*@(r) =M1,

(52)

which employ the contraction law (44).

This result means that the response of the expert system output is characterized by the
expert system output “The medium is workshop”.
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1.2. Case Study 2: Signature-Based Modeling of a Bayesian Expert System

This case study considers the signature-based modeling of an uncertain rule-based
expert system represented by a Bayesian expert system. This rule-based expert system is
taken from [26], and it predicts the “tomorrow” weather, i.e., tomorrow will rain or not.
It is an accumulation of evidence expert system whose signification is that posterior
probability is inherited from one rule to another one. Two signatures will be constructed
as follows using the algorithm defined in Section 3, the first one will ignore the
accumulation of evidence and the second will consider the accumulation of evidence.

Prior to the presentation of the application of our expert system modeling algorithm,
some details on the firing of Bayesian rules are given as follows in relation with the rule

Rulel: If A{LSX,LN y} Then B {prior u}, (54)
where LS=x is the likelihood of sufficiency of fact A, LN =y is the likelihood of

necessity of fact A, and U is the prior probability of fact B. The application of Definition

8 leads to
r=[Al", "@(r)=[B], (55)
where the definition of the function h is
OBIA
O(B|A)=x0O(B
h(A) = 1+0(B| A) , (B]A)=x ()’O(B): u . (56)
OB[-A)  _A [O0(B[|-A)=yO(B) 1-u
1+O(B|—A)

O(B) is the prior evidence of fact B, O(B | A) is the posterior evidence of fact B
given the fact A (true); and; h(A) is the posterior probability of fact B given the fact A.

The rules and signatures of the expert system considered in the case study 2 are
synthesized in Table 2, which is similar to Table 1, f is defined in (26), and the general
notation ho f =h(f) is used.

Table 2 Rules, symbols and signatures in case study 2

Nr. Rule Symbol Signature

1 If [Today is rain] {LS=2.5; [Today is rain] = r =[TyR]",
LN=0.6} TyR hyo f _ T
Then [Tomorrow 1is rain] [Tomorrow is @(r) =[TwR]
{prior=0.5} rain]=TwWR

2 If [Today is dray] {LS=1.6; [Today is dray] = r,=[TyD]",
LN=0.4} TyD hyo f _ T
Then [Tomorrow is dray] [Tomorrow is @(r,) =[TwD]
{prior=0.5} dray] = TwD
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3 If [Today is rain] [Today is rain] = r, =[TyR, RaL]",
and [Rainfall is low]{LS=10; TyR hyof _ T
LN=1} [Rainfall is low] = @) =[TWPI
Then [Tomorrow is dray] RaL
{prior=0.5} [Tomorrow is

dray] = TwD

4 If [Today is rain] [Today is rain] = r, =[TyR, RaL,TeC]",
and [Rainfall is low] TyR hyof _ T
and [Temperature is cold] [Rainfall is low] = @(r;) =[TwD]
{LS=1.5; LN=1} RaL
Then [Tomorrow is dray] [Temperature  is
{prior=0.5} cold] =TeC

[Tomorrow is
dray] =TwD

5 If [Today is dray] [Today is dray] = r, =[TyD,TeW]",
and [Temperature is TyD hyof _ T
warm]{LS=2; LN=0.9} [Temperature  is @(r;) =[TwR]
Then [Tomorrow 1is rain] warm]=TeW
{prior=0.5} [Tomorrow is

rain]= TWR

6 If [Today is dray] [Today is dray] = r =[TyD,TeW,SyO]",
and [Temperature is warm] TyD heo f _ T
and [sky is overcast]{LS=5; [Temperature is @(r;) =[TwR]
LN=1} warm] = TeW
Then [Tomorrow 1is rain] [SKy is overcast] =
{prior=0.5} Syo

[Tomorrow is rain]
=TwR

If the accumulation of evidence is ignored the application of the three steps of our
expert system modeling algorithm are first presented as follows.

Step 1. The signature is
r =[TwD,TwR]", (57)
and the algorithm memorizes

‘@r)=[Tw]". (58)

TwD, if TwD >TwR,

where Tw = g(TwD,TwR) = ,
TwR, if TwR >TwD.

Step 2. The signature is
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r =@.(@, (r)) = [[TwD,, TwD,, TwD, ], [TWR,, TWR,, TWR, 1T" , (59)

and the algorithm memorizes

’ @1 (r) = [TWDa[TWRl 9TWR5 9TWR6 ]]T (r) = [TW]T ’ (60)
‘@, (r)=[[TwD,,TwD,,TwD, ], TWR]".
Step 3. The results are:

r=ro, ne,nd,;rnd, nd,, rnd,,r

=[[[TyD],[TyR,RaL],[TyR, RaL,TeC]],[[TyR],[TyD,TeW],[TyD,TeW, SyO1]]",

hoof @,,(r)=[[TwD,,[TyR,RaL],[TyR,RaL,TeC]],[[TYR],[TyD,TeW ],[TyD,TeWw, Syonr',
o @,,(r) =[[[TyD],TwD,,[TyR, RaL,TeC]L[[TYR],[TyD,TeW ,[TyD,Tew, SyO]]]",

"' @,,(r) =[[[TyD],[TyR, RaL],[TyR, RaL, TeC]L[[TyR][TyD,TeW ], TwR,]]".
(61)

For the observations [Today is rain], [Rainfall is low], [Temperature is cold], [Sky is
overcast] (TYR=1, RaL=1, TeC=1, SyO=1), the expert system output is computed in

terms of:
r =[[[TyD],[TyR,RaL],[TyR, RaL,TeC]],[[TyR],[TyD,TeW ],[TyD,TeW,SyO]]]"
= [[[07,[1,13, (11,111, [[11,[0,01,[0,0,1]1]",
r="@,, ('@, (" @,3(" @y, (" @,, (" @,5(r)))) = [[[0],[1],[1IL.L[11,[0,[011]"
r="@,,("@,("@,;"@,,(" @,,(" @,,(r)))))) =[[0.285,0.909,0.6],[0.714,0.473,0.5]]",
r="@,(°@,(r))=[0.909,0.714]".
(62)
This expert system response shows that the probability for “Tomorrow is Dray” is

0.909 and the probability for “Tomorrow is Rain” is 0.714. Prior to observations, the
probabilities have been equal, i.e., 0.5 to 0.5.

If the accumulation of evidence is not ignored, the following signatures are obtained
in this case study:
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r= rl :[TyR]T7
r=0,(N®,r, =[[TyrR],[TyDIT',

cery

r=0,(r)®, r, =[[[[[[TyR],[TyD]],[TyR, RaL]],[TyR, RaL,TeC]],[TyD,TeW ]],[TyD,TeW,SyO]]",

r =[[[[[[TYR],[TyD1],[TyR,RaL]],[TyR,RaL,TeC]],[TyD,TeW ]],[TyD,TeW,SyO]]".
(63)

For the mentioned observations (TyR=1, RaL=1, TeC=1, SyO=1), the constructed
signature is

r = [[[[[113,[017, [L111, [L,L11,[0,01%,[0,0,1]]" - (64)

The firing is computed in this case using the functions h in six iterations. The
difference with respect to the previous case concerns a new iteration which assumes the
previous iteration result expressed as the prior probability. Therefore the expert system
response is

r="@C @, @, (" @1, (" @,y @,1,1,(N))) = [0.86,0.69T" - (63)

This result indicates that the probability for “Tomorrow is Dray” is 0.86, and the
probability for “Tomorrow is Rain” is 0.69.

5. Conclusions

Two case studies have been presented with this regard with focus on deterministic and
nondeterministic rule-based expert systems. The differences concern the definitions of
the functions fand g.

The drawback of the approach presented in this paper is the need to express the
signatures. However, as shown in [29], this process can be carried out in an easily
algorithmic manner by the implementation of the operators on signatures as software
objects.

The future research will be focused on the reduction of the number of iterations which
correspond to the step 2 of the algorithm. Optimization approaches can be used with this
regard [3, 15, 27, 33, 35]. More convincing applications including fuzzy logic control
ones will be tackled.
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